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A B S T R A C T

This study presents an approach that uses session and page view data collected through the CAWAL framework,
enriched through specialized processes, for advanced predictive modeling and anomaly detection in web usage
mining (WUM) applications. Traditional WUM methods often rely on web server logs, which limit data diversity
and quality. Integrating application logs with web analytics, the CAWAL framework creates comprehensive
session and page view datasets, providing a more detailed view of user interactions and effectively addressing
these limitations. This integration enhances data diversity and quality while eliminating the preprocessing
stage required in conventional WUM, leading to greater process efficiency. The enriched datasets, created by
cross-integrating session and page view data, were applied to advanced machine learning models, such as
Gradient Boosting and Random Forest, which are known for their effectiveness in capturing complex patterns
and modeling non-linear relationships. These models achieved over 92% accuracy in predicting user behavior
and significantly improved anomaly detection capabilities. The results show that this approach offers detailed
insights into user behavior and system performance metrics, making it a reliable solution for improving
large-scale web portals’ efficiency, reliability, and scalability.
1. Introduction

Web usage mining (WUM) is the process of analyzing user inter-
actions on websites to extract meaningful and valuable insights from
their behavior. Web logs play a critical role by providing essential
data such as navigation paths, pages visited, and interaction durations,
enabling the analysis of user behaviors on websites [1]. Accurate
analysis of user interactions is crucial for strategic decision-making,
especially in fields like e-commerce, online education, and security [2].
However, the growing volume of data and the increasing complexity
of user interactions challenge the capacity of traditional methods to
process large datasets efficiently. Hence, integrating machine learning
and data mining techniques into WUM offers significant opportunities,
particularly in predictive modeling and anomaly detection, while also
introducing new challenges [3].

Data preprocessing, one of the most critical stages in WUM, involves
cleaning and organizing weblogs to extract meaningful information.
However, traditional data preprocessing methods are time-consuming
and complex, especially for large datasets [4]. For example, the use
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of social network analysis and frequent pattern mining to discover
valuable information from extensive web data was proposed [5], while
fuzzy techniques and clustering were focused on to understand user
behavior in large datasets [6,7]. Despite these advancements, the need
for more comprehensive and automated data processing techniques is
growing.

Predictive modeling, a widely used WUM application, is a crucial
method for forecasting future user activities on websites. In recent
years, a study successfully applied Long Short-Term Memory (LSTM)
networks to predict e-commerce users’ shopping intentions with high
accuracy [8]. Similarly, another recent study achieved high success in
web page prediction using a chicken swarm optimization model based
on neural networks [9]. These models contribute to strategic decision-
making by predicting users’ shopping tendencies and browsing habits.
However, the accuracy of such predictive models is directly linked to
the scope and richness of the datasets used. Due to their limited data
coverage, web server logs often constrain these models’ performance.
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Another important application of WUM is anomaly detection, which
ocuses on identifying abnormal user behaviors and is commonly em-
loyed to detect security threats and performance issues. For example, a
ulti-behavior fusion-based security system has been shown to achieve
igh accuracy in detecting anomalies and misuse within computer net-
orks [10]. In a similar vein, an automated analysis method utilizing
GINX logs has been developed to detect user anomalies in large web

erver logs, providing a valuable approach for enhancing cybersecurity
in network analysis [11].

This study presents an approach that utilizes session and page
iew data collected through the CAWAL framework [12] for predictive
odeling and anomaly detection in WUM process. CAWAL integrates
etailed data such as session information, page view records, user pro-
iles, and interaction history, eliminating the need for the preprocessing

stage in traditional WUM and enhancing process efficiency, while also
providing a robust and comprehensive dataset. In this study, session
and page view data collected by CAWAL are cross-integrated using
developed custom queries to create enriched datasets. These enriched
atasets are then applied to advanced machine learning models, such
s Gradient Boosting and Random Forest, which are known for their
ffectiveness in capturing complex patterns and modeling non-linear re-
ationships. The results obtained from these models were subsequently
nalyzed to evaluate their performance.

The hypothesis (H1) that the user interaction data provided by the
CAWAL framework will enhance the accuracy of machine learning-
based prediction models in large-scale, multi-server architectures is
tested in this study. CAWAL is expected to improve the performance of
WUM processes by delivering more reliable results for predictive mod-
els. Additionally, the hypothesis (H2) that the framework will optimize
anomaly detection in multi-server systems, thereby improving system
efficiency and security, is also tested. These hypotheses are explored
within this study’s scope to evaluate the framework’s performance in
WUM processes.

The main contributions of this study are as follows:

1. The acceleration of WUM processes by eliminating the prepro-
cessing step using CAWAL-provided data.

2. Improvement in predictive model accuracy by enriching
CAWAL’s session and page view data through advanced tech-
niques.

3. Optimization of anomaly detection processes in multi-server and
multi-domain architectures, such as web farms.

4. Provision of a more comprehensive data infrastructure for opti-
mization and decision-making processes in web portals.

The remainder of this paper is structured as follows: Section 2
reviews existing approaches in web usage mining and discusses the
nnovations introduced by the CAWAL framework. Section 3 details
he framework’s architecture, data flow and processing steps, and
reparations for machine learning. Section 4 analyzes the prediction

models and anomaly detection using enriched data and examines the
experimental results. Section 5 provides a thorough discussion of the
findings, and finally, Section 6 offers a general evaluation of the study,
onclusions, and suggestions for future research.

2. Related work

Web usage mining is the process of analyzing weblogs to extract
meaningful patterns from users’ online interactions. The data, such as
users’ browsing habits, pages visited, and session durations, form the
core of WUM’s information sources [13]. This process is supported by

achine learning and data mining techniques to handle and analyze
arge datasets. Table 1 summarizes recent studies on web usage mining,

focusing on prediction and anomaly detection, along with the methods
and techniques used.

In recent years, predictive modeling and anomaly detection have
emerged as two prominent application areas within WUM [14,22].
 d

2 
The main stages of web usage mining consist of data preprocessing,
pattern discovery, and pattern analysis [23]. The first stage, data
preprocessing, is essential for making raw web log data analyzable,
involving tasks such as data cleaning, user identification, and session
identification [24]. However, inaccuracies and errors in web log data
an negatively impact the accuracy of analyses. For instance, incorrect
ession merging or user identification errors can lead to misleading
esults during modeling processes [25]. Therefore, careful execution

of data cleaning and session management processes is critical to the
success of WUM.

Predictive modeling is a strategic method used to forecast users’
future behaviors. These models utilize large-scale data analysis and
machine learning algorithms to predict users’ browsing habits, interac-
tions, or purchasing tendencies [26]. Such predictions provide valuable
contributions, especially in dynamic fields like e-commerce and online
services [27]. On the other hand, anomaly detection identifies activities
that deviate from standard user behavior patterns, providing crucial
feedback in terms of security and performance [28]. This section will
examine recent developments in predictive modeling and anomaly de-
tection within WUM, exploring studies and new approaches to enhance
these processes’ effectiveness.

2.1. Data preprocessing and session identification

Data preprocessing, as the initial and most crucial phase of the
eb usage mining process, is fundamental for systematically structur-

ng large datasets to enable precise predictive modeling and effective
nomaly detection. This phase includes key tasks such as data clean-
ng, user identification, and transforming raw log data into a format
uitable for analysis [24]. The necessity of these tasks arises from the
nherently noisy and unstructured nature of web log data, which, if left

unprocessed, can impede effective pattern discovery and data mining
efforts [29]. Reducing inconsistencies in the data set, filtering out
rrelevant information and structuring sessions in the pre-processing
hase significantly improve the accuracy of WUM results.

The complexity and time-consuming nature of preprocessing tasks
make it one of the most resource-intensive stages in the WUM process.
Research indicates that this phase consumes over 60% of the total time
and resources allocated to WUM [30,31], with some studies showing
that this figure may rise to as much as 80% [32,33]. Given its impact,
preprocessing is established as a fundamental step in WUM, with
various studies demonstrating its importance in enhancing the quality
and reliability of data mining results [30,34].

Session identification, an essential step in data preprocessing, plays
a critical role in accurately analyzing users’ navigation behavior. A new
method for identifying web user sessions was developed, successfully
generating all possible maximal paths [35]. This approach enabled
more accurate structuring of user sessions, leading to superior results
n subsequent page predictions. This process plays a significant role
n making predictive modeling more efficient. Similarly, the Online

Web Navigation Assistant (OWNA) analyzes real-time data streams
during session identification, providing recommendations to users [36].
This model optimizes user navigation behavior throughout sessions,
improving the prediction of their actions on the web.

Tools used for data preprocessing in web usage mining also en-
hance the efficiency of processes. A hybrid approach has been de-
veloped that combines techniques like Ant Colony Optimization and
Genetic Algorithm to improve classification accuracy during the data
preprocessing stage [37]. Such tools filter errors and anomalies in
arge datasets, contributing to more successful prediction and anomaly
etection outcomes.
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Table 1
Recent studies on web usage mining, prediction, and anomaly detection methods.

Key contribution Methods & techniques used Year Ref.

Predicts e-commerce users’ shopping intentions
using LSTM recurrent neural networks.

Prediction, LSTM Recurrent Neural Networks 2021 [8]

Provides an analysis of usage patterns and
prediction through web usage mining techniques.

Pattern identification, Prediction, Clustering,
Classification

2024 [3]

Extracts patterns from proxy logs and predicts
website requests.

Prediction, Fuzzy data mining, Fuzzy frequent
mining

2023 [14]

Proposes a neural network model for web page
prediction using adaptive deer hunting and
chicken swarm optimization.

Prediction, Apriori Algorithm, Chicken Swarm
Optimization, Neural Network

2022 [9]

Develops a model for anomaly and intrusion
detection using multi-demeanor fusion techniques.

Intrusion detection, Anomaly detection, Stochastic
Latent Semantic Analysis

2021 [10]

Enhances next-page prediction performance using
web graphs and session reconstruction techniques.

Session reconstruction, Prediction, Bayesian
network, Complete Session Reconstruction

2023 [15]

Uses a context-aware cohesive Markov model and
Apriori algorithm for web usage pattern discovery.

Prediction, Cohesive Markov Model, Apriori
Algorithm

2022 [16]

Predicts user navigation patterns on websites using
web usage mining techniques.

Prediction, Maximum frequent pattern,
Classification

2021 [17]

Proposes a system to predict users’ learning styles
on e-learning platforms.

Prediction, Spectral Clustering, Quadratic Support
Vector Machine (E-SVM)

2024 [18]

Analyzes user behavior on e-commerce platforms
and develops recommendation systems based on
the findings.

Prediction, Random Forest classification, Event
listeners

2023 [19]

Utilizes web access logs for semantic clustering to
improve web prefetching accuracy.

Web prefetching, Prediction, Semantic clustering,
Thesaurus (WordNet), SPUDK

2024 [20]

Improves user session clustering and prediction
using semantic-based web session clustering
methods.

Session clustering, Prediction, K-Means,
Hierarchical Agglomerative Clust., Semantic
distance

2022 [21]
b

w

p
S
t

2.2. Predictive modeling techniques

Predictive modeling is one of the critical techniques used to antic-
pate users’ next steps and predict potential actions on the web. One
tudy demonstrated that the Compact Prediction Tree algorithm offers
igher accuracy in predicting web pages than traditional methods such
s k-nearest neighbor (k-NN) and decision trees [38]. Similarly, recent
esearch has highlighted the effectiveness of hybrid machine learning
ethods like Random Forest and Gradient Boosting in predicting web
age transitions by utilizing both static and dynamic page features [39].

Algorithms like these, employed to predict users’ following pages, stand
out as some of the most potent approaches in web usage mining.
Another study developed a web session reconstruction algorithm using
a dynamic link repository [15]. In this approach, web sessions were

odeled graphically, and Bayesian networks were used to predict the
next page, providing a dynamic prediction mechanism to optimize user

ovements across the web.
Another practical approach for predicting user behavior is the use

f fuzzy logic-based algorithms. Using fuzzy data mining, one study
nalyzed proxy server log files to predict users’ subsequent web re-
uests [14]. By analyzing users’ browsing frequency and behaviors,

fuzzy association rules were created, enabling the accurate prediction
f their next steps. Similarly, picture fuzzy logic was applied in a
ulti-criteria decision-making framework to evaluate website perfor-
ance [40]. In another approach, fuzzy association rules were ex-

racted from web data using learning automata, where trapezoidal
embership functions (TMF) were used to optimize the time users

pent on web pages, resulting in improved prediction accuracy [41].
When classical machine learning methods fall short, these approaches
offer a more flexible and adaptive prediction mechanism.

Clustering and classification techniques are also widely used in
he predictive modeling process. One study employed hybrid meth-

ods combining classification techniques such as Random Forest and
enetic algorithms to improve prediction accuracy [42]. These hybrid

approaches, used in the context of WUM, allow for a more accurate
lassification of web log data. Similarly, another study used the fuzzy C-

means algorithm to cluster user behaviors, making predictions based on
hese clusters [43]. Following this line of research, an approach applied
-means and hierarchical clustering algorithms to group web sessions,
 w

3 
extracting meaningful patterns from session data and predicting future
user actions [21]. Clustering algorithms are particularly effective in
grouping user behaviors in large datasets and predicting future trends
ased on these groups.

2.3. Anomaly detection approaches

One key aspect of web usage mining is the detection of anoma-
lous user behaviors. Such anomalies can stem from various sources,
including security threats, unusual user activities, or incorrect data
inputs. Techniques that combine WUM with anomaly detection not
only optimize user behavior analysis but also contribute to enhancing
security measures. A modified hybrid method, combining PSO, GA,
and K-Means, was developed for anomaly and misuse detection in
computer networks [44]. This model detects abnormal behaviors in
network traffic, allowing for minimizing security vulnerabilities.

Big data analytics plays a crucial role in anomaly detection within
eb mining. The IRPDP_HT2 algorithm, developed as a scalable data

preprocessing method based on Hadoop MapReduce, enables faster
and more efficient detection of anomalies in large datasets [45]. An-
alyzing large-scale data sets for critical tasks such as robot detection
roves to be an effective method for identifying abnormal activities.
imilarly, dimensionality reduction techniques have been employed
o detect anomalies in large datasets, providing scalable solutions for

managing large volumes of web data [46]. These approaches pro-
vide scalable solutions for managing large volumes of web data and
detecting anomalies.

Hybrid methods are another approach to anomaly detection. A
hybrid method combining the Grey Wolf Algorithm and CNN was
developed to detect anomalous behavior in network data streams [47].
Hybrid methods offer more flexible and efficient solutions for anomaly
detection by integrating machine learning techniques with traditional
approaches such as data compression [48].

3. Methodology

The CAWAL model [12] was developed based on traditional ap-
plication logging practices but expands this approach by integrating

eb analytics features. While conventional web analytics tools focus
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Fig. 1. Workflow of data enrichment and prediction process for web usage mining.
Fig. 2. CAWAL framework architecture and integration with web portal infrastructure.
on capturing user interactions, modern tools have shifted toward more
comprehensive data collection [49]. The CAWAL model differentiates
itself from other analytical tools by incorporating application logs
and enhancing them with comprehensive log data and detailed user
interaction analyses. This model was implemented on Sakarya Uni-
versity’s institutional web application, the ‘‘Campus Automation Web
Information System’’ (CAWIS) [50], where long-term access data was
collected. The CAWIS system is architected as a web portal, utilizing
separate subdomains for each service, which allows for tracking user
interactions across different services and enhances the coverage and
accuracy of the data gathered by the CAWAL model.

Compliance with Sakarya University’s Internet Services Usage Pol-
icy Agreement was ensured during the data collection process. All
necessary permissions were obtained, and anonymization methods
were applied to protect user privacy. Timestamp data was altered to
anonymize users’ activities over time further. This adjustment is not
expected to negatively affect the analysis results, as the study focuses
on trends and behavioral patterns during specific periods rather than
absolute timestamps. Every research stage was conducted meticulously
to maintain participant privacy and ensure data security.

This study presents an approach utilizing session and page view data
collected through the CAWAL framework for prediction and anomaly
detection in the field of web usage mining. The impact of enriching
these datasets, stored within the CAWAL data warehouse, and integrat-
ing them into machine learning models on the accuracy of web usage
predictions is examined. Fig. 1 illustrates the data enrichment and
prediction workflow applied in WUM, beginning with the session and
page view data obtained through the CAWAL framework. The subse-
quent steps for processing and analysis are outlined, demonstrating the
effective use of this data for precise prediction and anomaly detection.
4 
3.1. Integration of the CAWAL framework

The CAWAL framework, designed to integrate with the web portal,
detects user information and in-app events that third-party tracking
tools fail to capture, storing the data in a structured format within
a relational database [12]. A data collection API continuously mon-
itors exceptions, user flows, and state changes while also enabling
the inclusion of application-specific data, such as form field entries
in the tracking logs [49]. Complete session tracking is maintained
through persistent monitoring of the application servers. The CAWAL
data collection API is initiated at the start of the web portal’s code
execution and integrates seamlessly to activate automatically with each
page request. By integrating the API with the portal, the complexity
of logging is abstracted from software processes, allowing developers
to focus on core functions without being burdened by log manage-
ment. The overall architecture and integration details of the CAWAL
framework with the web portal infrastructure are illustrated in Fig. 2.

While the back-end code of the portal runs, the CAWAL data collec-
tion API operates within a multi-layered framework, gathering data in
the background with each request. At the end of the portal’s general
interface template code, details such as page load times, database
query delays, and error and warning messages are updated in the page
view table via the API. This code-level tracking capability provided
by CAWAL offers insights into applications, servers, and connections
that would be otherwise unobtainable through traditional methods.
This systematic approach enables the collection of comprehensive and
unique data, helping to keep applications and systems under consistent
monitoring.

The deployment of the framework in a real-world corporate web
portal, encompassing a web farm with ten web servers and various
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Fig. 3. Data flow and processing in the CAWAL model.
web services spread across multiple subdomains, provides a distinctive
approach to managing and analyzing extensive web traffic. CAWAL
works harmoniously with a load-balancing mechanism configured to
track operations across different servers simultaneously, ensuring sys-
tem performance is maintained even during peak user activity periods.
Using a shared NAS server to direct the session and configuration
folders of the servers in the web farm provides an extra layer of
consistency to the CAWAL deployment. This centralized storage solu-
tion guarantees continuity across the web farm, offering uniform and
structured session data management. The architecture’s support from
load balancing and NAS servers enhances scalability, uninterrupted
service delivery, and flexible solutions for complex web applications,
thus improving overall system efficiency and its ability to adapt to the
demands of the applications [12].

3.2. Data flow of the CAWAL model

Operational data generated during routine transactions in web ap-
plications is stored in write-intensive OLTP databases, which handle
continuous data input and output operations [49]. CAWAL implements
a streamlined data model optimized for efficient analytics while mini-
mizing storage overhead. Fig. 3 presents a schematic detailing the data
flow and processing steps in the CAWAL model.

The ‘‘Data Sources’’ section of the schematic illustrating the data
flow and processing in the CAWAL model highlights various data
sources, such as HTTP requests and network protocols. These data
sources provide crucial information for monitoring user interactions
on the portal in detail. For example, HTTP requests reveal which
pages users visit and how long they stay on them, while network
protocols provide system-level metrics such as server performance and
the processing time for user requests. During the data collection phase,
user and usage data is fused and prepared for processing, then stored
in data storage systems. Temporal data gathered through the CAWAL
framework is stored in a relational database in a homogeneous struc-
ture. These data can be used in real-time for system monitoring, as
well as for anomaly detection and various predictions through machine
learning algorithms.

The data stored in OLTP databases is processed during the batch
processing stage for analytical insights and is later transferred to the
data warehouse through ETL processes [12]. The data housed in the
warehouse then serves as a critical resource for future WUM analyses
and predictive models. This approach minimizes the preprocessing
required for WUM, ensuring the data is clean, consistent, and imme-
diately ready for pattern discovery. The data collected through the
CAWAL framework facilitates swift and accurate results in web usage
mining processes, thanks to its high data accuracy and reliability.
5 
3.3. Data preparation and enrichment

Traditional web server logs typically provide limited information,
focusing primarily on page visits and clickstreams. However, more
detailed and specific data, such as time spent on a page or session
login status, can only be captured at the application level and through
disparate data sources. The CAWAL framework addresses this limitation
by integrating web analytics with application logs to generate broader
datasets that are difficult to achieve with conventional methods. These
comprehensive session and page view datasets, which include critical
information such as the services accessed, the paths followed by users,
and the time spent on each page, enable a more detailed tracking of
user interactions within the web portal. In addition to these funda-
mental details, comprehensive session data captures a wide range of
user interactions throughout the session, extending beyond simple start
and end times to provide a comprehensive view of user behavior. This
data includes metrics such as the number of pages visited, average time
spent per page, details of services accessed, and page load times, all of
which expand the scope of session data, thus enabling more profound
analysis.

Structured views are used to transform the raw data collected in
the CAWAL data warehouse into a format suitable for analysis. These
views employ complex SQL queries to extract, sessionize, and aggregate
session and page view data across specific date ranges, enriching the
information with demographic and behavioral attributes. All steps,
including data extraction, sessionization, and enrichment, are accom-
plished through SQL-based procedures. The views provide a structured
format that supports comprehensive analysis, capturing metrics like
session duration, login frequency, service transitions, and usage details,
alongside enriched page view data such as browser type, IP location,
and service usage duration. This structured approach enhances the
utility of the data for web usage mining activities, enabling detailed
and precise analyses.

The enriched page view data includes basic metrics as well as
additional user attributes and session details. The analysis provides a
comprehensive view of user behavior by linking each page view to
its corresponding session, identifying accessed services, and measuring
service usage duration. Additionally, attributes such as browser type,
IP location, and user type allow for targeted performance evaluations
across diverse user segments. Table 2 presents the fields and sam-
ple data from these enriched page view datasets, offering a clearer
understanding.

Enriched session and page view datasets encompass numerical and
categorical fields and provide significant advantages for researchers
and developers seeking to analyze user behavior and portal perfor-
mance deeply. The data serves as a rich resource for critical analyses,
such as understanding how users interact with services during sessions,
how they transition between services, and how these transitions impact
user engagement. This comprehensive and enriched analytical data can
be leveraged to maximize the effectiveness of WUM activities, improve
the accuracy of analyses, and yield more precise results.
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Table 2
CSV file format containing enriched page view data.

Field name Description Sample data

Detail_ID Page view detail ID. 89 010 871
Session_ID User’s session ID. 83 665 107
Detail_Date_Time Request timestamp 11.20.2022 13:01
User_ID User ID. 184 922
Current_Login_Status Login status at the time of request. 1
Session_Login_Status Login status at the session. 1
User_Type Type of portal user. 6
Sex User’s sex. 2
Age User’s age. 18
Age_Group User’s age group. 1
User_Language_TR User’s browser language. 1
User_Location User’s IP location. 1
Browser_Type User’s browser type. 1
Referer_Type Referrer type of the request. 6
Server_ID Requested server ID. 4
Service_ID Requested service ID. 3
Page_Duration Page dwell time (s). 41
Page_Load_Time Page load (generation) time (s). 0.122

Each field in the dataset facilitates detailed monitoring and analysis
of user interactions. The session ID and user ID enable tracking user
movements across the portal and evaluating behavioral changes over
time. Metrics such as page load time and time spent on a page di-
rectly influence the performance of the web portal and provide critical
insights for improving the user experience. These metrics also play a
rucial role in analyzing behavioral differences among specific user

groups. Demographic data such as user type, gender, and age group
llow for the segmentation of user behavior, enabling more targeted
nd customized analyses.

3.4. Performance evaluation

The time complexity of the SQL queries used for processing indexed,
enriched session, and page view data has been carefully evaluated,
considering the efficient utilization of data structures and optimization
of query design. For enriched session data, the queries typically join ses-
sion records with user demographics and behavioral information. This
process involves operations such as LEFT JOIN and WHERE clauses that
filter by date ranges and session IDs. With proper indexing, the time
complexity of these queries generally remains at 𝑂(𝑛 log 𝑛). However,
in large datasets and complex joins, the theoretical complexity has the
potential to reach 𝑂(𝑛2).

Similarly, for enriched page view data, the SQL queries link page
view records with detailed user and service information. Given the
presence of multiple entries per page and the need to aggregate high
volumes of page view data, the complexity of the queries is influenced
accordingly. With optimized indexing, these queries typically maintain
a complexity of 𝑂(𝑛 log 𝑛), although as the data volume scales, the
complexity can theoretically approach 𝑂(𝑛2). In both cases, the use of
indexed fields and optimization techniques significantly enhances the
performance of the data enrichment processes, ensuring efficient and
scalable data handling.

3.5. Generation of data files

The data collected by the CAWAL framework underwent data selec-
tion and enrichment procedures using complex SQL queries to prepare
it for the web usage mining process. Approximately 8.5 GB of session
and page view data, spanning one month, were structured and enriched

ithin data warehouses through SQL-based view formats. These views
acilitated the efficient extraction, sessionization, and enrichment of
he raw data. The enriched data was subsequently exported as comma-
eparated CSV files, ensuring compatibility with Python-based analysis
orkflows. All steps, including data transformation and CSV genera-

ion, were executed through SQL queries, optimizing the process for
6 
effective data management. The average query execution times and
CSV write durations were recorded in seconds for each time interval
pecified in Table 3, demonstrating that the indexed queries and CSV

generation times performed well relative to the record count, ensuring
efficient data processing and performance monitoring.

These structured datasets are essential for analyzing users’ interac-
tions with the portal’s various services. The daily page view dataset
contains 787,637 records, while the monthly session dataset consists
of 1,220,916 records. Enriching these datasets is crucial for a detailed
nalysis of user behavior, enabling the identification of varying needs
cross different user segments and allowing for targeted service opti-
izations. Metrics such as page load time provide valuable insights into

performance indicators directly influencing user engagement. These
large datasets, which are vital for examining user behaviors over spe-
cific periods and analyzing usage patterns during special events, can
e used to identify performance bottlenecks and develop optimization
trategies. Storing the data in CSV format allows researchers to process
t quickly and efficiently, enhancing accessibility for web usage mining
nd other analytical applications.

3.6. Feature engineering and model training

The success of data mining processes relies heavily on effectively
rocessing raw data and transforming it into meaningful features. This

process involved comprehensive tasks such as cleaning session data,
selecting relevant features, and preparing these features for modeling.
Fig. 4 conceptually illustrates how usage data is transformed through
feature engineering into prediction models.

During the feature engineering phase, attributes that accurately
reflect the complexity of user interactions were identified, and these
eatures were used to train prediction models to reveal patterns and

trends in the data. The specific features selected for the models are
detailed in the analysis section of the study. In the modeling phase, a
Random Forest Classifier was employed to predict users’ likelihood of
abandoning the system, chosen for its robustness in handling complex
interactions within large datasets [51]. Similarly, a Gradient Boosting

lassifier, known for its effectiveness in capturing non-linear relation-
hips, was used to predict the last service accessed before abandon-
ent [52]. These models were trained and tested on enriched session

and page view datasets.
Four different models were applied to predict the probability of a

user accessing a specific service: Gradient Boosting, Random Forest,
Support Vector Machine (SVM), and Logistic Regression. Each model
was selected for particular strengths in handling the dataset charac-
eristics. Gradient Boosting was chosen for its accuracy in modeling
on-linear relationships, Random Forest for its ability to manage high-

dimensional data without overfitting, SVM with an RBF kernel for its
capability in handling non-linear separations, and Logistic Regression
for its simplicity and interpretability, making it a suitable bench-
mark model for comparison [53,54]. The performance of these models
was enhanced through hyperparameter optimization, ensuring the best
parameters were selected for each model.

The Isolation Forest algorithm was employed for anomaly detection
based on server and page load times due to its efficiency in isolating
anomalies without requiring prior information on anomaly ratios [55].
This model was selected over alternatives such as One-Class SVM and
Local Outlier Factor because of its computational efficiency and suit-
ability for high-dimensional, large-scale datasets. The feature pool was
structured to include extensive attributes, such as enriched session and
page data, user demographic information, browser and device types,
and system performance metrics. This centralized repository played a
crucial role in the process of cleaning, selecting, and preparing data for
analysis, ensuring consistent and reliable results during the modeling

phase.
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Table 3
Enriched session and page view data stored in CSV files and their properties.

Time frame Time range File name .CSV Number of records File size (MB) Query time (s) CSV write (s)
1-day 2022-11-22 00.00 - 23.59 va_page2 787,637 66.3 42.8 2.9
1-week 2022-11-21 - 2022-11-27 va_sess4 514,879 99.2 35.7 1.8
1-month 2022-11-01 - 2022-11-30 va_sess5 1,220,916 235.0 66.2 4.1
Fig. 4. Transformation of CAWAL web usage data into predictions.
Table 4
Class-wise and overall performance metrics of the multiple classification model.

Class Precision Recall F1 score Support

0 (direct leave) 0.96 0.91 0.93 163,187
1 (logout button) 0.92 0.96 0.94 192,866
2 (notification window) 0.77 0.86 0.81 10,222

Weighted avg. 0.93 0.93 0.93 366,275

4. Predictive analysis and findings

Four analyses were conducted within the scope of this research us-
ing enriched session and page view data obtained through the CAWAL
framework, including three aimed at prediction and one at anomaly
detection. The first three analyses, aimed at enhancing the efficiency of
the web portal, focus on predicting users’ exit methods, the last services
they abandon, and their access to a specific portal service. On the
other hand, the analysis for anomaly detection focuses on identifying
abnormalities based on page load times on web farm servers, providing
essential insights into the security and performance of the portal. The
findings obtained from these analyses provide a strong foundation for
strategies to enhance the portal’s effectiveness by enabling a better
understanding of user behavior.

4.1. Prediction of methods for leaving the system

This analysis, which focuses on predicting how users will leave
the system, is hugely significant in understanding interactions and
behavioral patterns. The prediction model used in the study was trained
using a Random Forest Classifier [56] with enriched session data. The
training utilized several user and session-related attributes, including
User_Type, Sex, Age, User_Language_TR, User_Location, Browser_Type,
Landing_Srv_ID, Exit_Srv_ID, Session_Login_Status, Page_Count,
Service_Count, Total_Session_Duration, Avg_Page_Duration, Total_Page_
Load, p_gate, p_mail, p_obis, p_abis, p_pbis, and p_menu.

A one-month dataset of 1,220,916 enriched session data rows was
split into 70% for training and 30% for testing, yielding highly suc-
cessful prediction results. Table 4 displays the precision, recall, and F1
score values for each class, as well as the support counts. The weighted
average represents the model’s overall performance, calculated based
on all classes’ proportions.
7 
When the model’s performance is examined to identify individual
classes and overall predictions, it demonstrates remarkable accuracy.
This finding reflects the model’s ability to distinguish specific classes
and its overall predictive success across the dataset. The high precision
and good recall values obtained for direct departures (Class 0) indicate
the model’s effectiveness in identifying this class. Similarly, for secure
exits via the exit button (Class 1), the high precision and even higher
recall values demonstrate the model’s strong performance in predicting
this class.

The F1 scores for both classes indicate that the model performs a
balanced performance in predicting these classes. On the other hand,
the precision and recall values for Class 2 (timeout notification win-
dow) are lower than other classes. However, the F1 score obtained
for this class suggests the model’s performance in predicting this class
is acceptable. It can be inferred that the relatively minor number
of examples for this class leads to slightly lower performance results
compared to the other classes.

The evaluation of the model’s performance, mainly through the
weighted average F1 score, demonstrates that it achieves balanced and
high accuracy across all classes. This effectiveness is further supported
by the enriched data provided by CAWAL, which enhances the model’s
predictive capabilities for different exit methods. These findings high-
light the model’s robustness in handling diverse user behaviors and its
potential application for improving system design and user experience.

4.2. Prediction of the last abandoned service

This part of the study focuses on predicting the service through
which users will leave the system. For this purpose, the model is trained
with a gradient boosting classifier [57] using various user and session
features from a comprehensive dataset containing one-week session
information. In the model’s training, 0.1 was chosen as the learning
rate, three as the maximum depth, and 100 as the number of predictors.
The features used in the model and their importance on the predictive
ability of the model are presented in detail in Fig. 5.

The details of the features used in the model and their impact on
the model’s predictive ability highlight the depth and comprehensive-
ness of these analyses. Notably, the features p_obis (0.4033), p_mail
(0.1304), and p_gate (0.0969) stand out as the most influential factors
that significantly enhance the model’s prediction accuracy. These p_
prefixed features represent the number of pages users visit within spe-
cific services. These findings indicate that users’ interactions with the
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Fig. 5. Feature importance scores in the predictive model.
‘‘obis’’, ‘‘mail’’, and ‘‘gate’’ services play a crucial role in determining
their exit points from the web portal. The high importance of these
features dramatically increases the predictability of users’ interactions
with the system, providing valuable insights for optimizing the web
portal’s performance and enhancing the user experience. According to
the model’s test results, the accuracy is measured at 0.9557, precision
at 0.9561, recall at 0.9557, and the F1 score at 0.9555. These results
demonstrate that the model is highly effective in predicting through
which service users will exit the system. These findings prove that using
the data provided by the CAWAL framework, it is possible to predict
with high accuracy the last service through which users will leave the
portal.

4.3. Prediction of access to a specific service

WUM methods are crucial for gaining deeper insights into portal
interactions. Prediction models can be used to determine whether a
user will access a particular portal service in a session. Various session
information such as Log_Date_Time, Log_Date, User_Type, Sex, Age,
Avg_Page_Duration, User_Language_TR, User_Location, Browser_Type,
and Referer_Type was trained with four different models to perform
service access prediction. Hyperparameter optimization was performed
to achieve the best performance, and the optimal parameters of the four
models were determined. Table 5 presents the performance of the clas-
sification models and their parametric configurations in a comparative
manner.

This representation reveals the models’ differences by demonstrat-
ing the best parameter combinations and performance metrics, such as
average cross-validation (CV) score, accuracy, precision, recall, and F1
score side-by-side. When the model performance metrics are analyzed,
it is seen that all four models exhibit high accuracy rates and balanced
F1 scores. The fact that the Random Forest and Gradient Boosting
models stand out in terms of both accuracy and F1 score indicates
that these two models have a better generalization capability on the
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dataset. The combination of values identified as the best parameters of
the Random Forest model shows that the model manages its complexity
and learning ability in a balanced way.

The Logistic Regression model [58] achieved a high Average Cross-
Validation Score with the best C parameter but had a slightly lower F1
score, indicating potential difficulty in discriminating between certain
classes. In contrast, the Support Vector Machine (SVM) model [59]
demonstrated high generalization capability with its RBF kernel and C
parameter. Both models offer a balanced approach to the classification
problem. The Gradient Boosting model’s performance improved by
carefully tuning the learning rate, maximum depth, and number of
predictors, successfully capturing the dataset’s complex structures with
high accuracy and F1 score. While all models show high accuracy,
Gradient Boosting and Random Forest particularly excel in capturing
complex patterns. Despite strong cross-validation performance, the Lo-
gistic Regression model may slightly struggle with class separability,
suggesting that tree-based models might better fit scenarios where class
distinction is critical.

The four models applied have produced effective results for this
classification problem and have accurately predicted whether a user
will access a service based on specific features. The fact that each
model’s parameter settings were adjusted to provide the best results
suited to the system’s data structure demonstrates the significant role
of hyperparameter optimization. This optimization has enhanced each
model’s performance, leading to more precise and reliable predictions.
Specifically, Gradient Boosting and Random Forest models have ef-
fectively utilized the selected session-specific features to capture the
complex interactions in the dataset, achieving high accuracy and bal-
anced F1 scores. These results indicate that the detailed information
provided by CAWAL, including user demographics, behavioral patterns,
and contextual factors, has significantly improved prediction perfor-
mance. Beyond the primary interaction data provided by traditional
web server logs, these enriched features have enabled the models to
understand the complex aspects of user behavior better and make more
accurate predictions.
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Table 5
Performance comparison of various classification models for predicting mail service usage.

Metric/Model Gradient
boosting

Random
forest

Support
vector Mach.

Logistic
regression

Best parameters Learning Rate: 0.1,
Max Depth: 3,
N Estimators: 100

Max Depth: 10,
Min Samp. Leaf: 2,
Min Samp. Split: 5,
N Estimators: 100

C: 10,
Kernel: ‘rbf’

C: 10

Average CV score 0.9182 0.8947 0.9184 0.9143
Accuracy 0.9252 0.9240 0.9238 0.9178
Precision 0.9234 0.9218 0.9214 0.9156
Recall 0.9252 0.9240 0.9238 0.9178
F1 score 0.9188 0.9176 0.9174 0.9094
Fig. 6. Visualization of anomalies based on page load times across seven servers in the web farm.
4.4. Server and page load time-based anomaly detection

In a web farm architecture, the systematic analysis of server perfor-
mance and page load times is crucial for detecting anomalies within
applications and servers. These issues can arise from software bugs,
hardware malfunctions, network latency, interactions with databases or
other connected systems, denial-of-service (DoS) attacks, or server con-
figuration problems. In this analysis, anomaly detection was performed
using the Isolation Forest (iForest) algorithm, an effective method
for identifying outliers in a dataset based on isolation principles, as
demonstrated in a recent study [60]. The Isolation Forest works by
recursively partitioning the data space through multiple binary trees,
known as isolation trees or iTrees. The main idea behind this method
is that anomalies are relatively sparse and distinct, which makes them
easier to isolate. To achieve this, the mathematical techniques used in
the anomaly detection process are explained in detail below.

One such technique is the Isolation Forest algorithm, which detects
anomalies by isolating data points using random partitioning. The isola-
tion process begins by randomly selecting a feature and then selecting a
split value between the minimum and maximum values of that feature.
This process recursively repeats, creating partitions that progressively
isolate individual data points. The key metric in Isolation Forest is the
path length ℎ(𝑥), defined as the number of edges traversed from the root
node to the terminating node for a specific data point 𝑥 in an isolation
tree. Anomalous data points tend to have shorter path lengths because
they are easier to isolate compared to normal points.

For the dataset with 𝑛 instances, the average path length 𝑐(𝑛) of
unsuccessful searches in a Binary Search Tree can be approximated by:
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𝑐(𝑛) = 2 ⋅𝐻(𝑛 − 1) − 2(𝑛 − 1)
𝑛

where 𝐻(𝑛 − 1) is the harmonic number, estimated as:

𝐻(𝑛 − 1) = ln(𝑛 − 1) + 𝛾

and 𝛾 is the Euler–Mascheroni constant (𝛾 ≈ 0.5772).
The anomaly score for a data point 𝑥 is calculated based on its

average path length ℎ(𝑥) across all isolation trees in the forest. The
score 𝑠(𝑥, 𝑛) is given by:

𝑠(𝑥, 𝑛) = 2−
ℎ(𝑥)
𝑐(𝑛)

Specifically, 𝑠(𝑥, 𝑛) ranges from 0 to 1, where points with a score
close to 1 are considered anomalies due to their shorter path lengths.
Isolation Forest is advantageous because of its linear time complex-
ity with a low constant and its ability to handle high-dimensional
data efficiently. Moreover, it does not require prior knowledge of the
anomaly ratio within the dataset, making it a versatile tool for various
applications.

Considering these advantages, we applied Isolation Forest to analyze
the 24-h page view data and load times of requests distributed through
load balancing in a multi-server architecture. This approach enabled us
to detect anomalies in web traffic patterns, which could indicate issues
such as server overloads, network delays, or potential security threats.
The results of the analysis performed with the model trained using the
Isolation Forest algorithm are presented in Fig. 6.

The visualization illustrates anomalies detected based on page load
times across seven diverse servers. Each graph shows the distribution
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of page load times, which refers to the time the back-end code takes
o generate the page over time, and highlights anomalies detected for

the web server identified by its Server_ID. The ‘‘Y’’ axis of the sub-
graphs represents the page load times, while the ‘‘X’’ axis represents
the ‘‘Index’’ value, corresponding to the number of page views observed
over time on each server. In the graphs, regular observations are
marked by blue ‘x’ symbols, while anomalies, where the load time is
significantly longer than expected, are indicated by red markers.

Data analysis from a weekday with heavy system usage reveals
several requests with high page load times. While the number of
anomalies varies across the servers, the distribution appears generally
balanced. Anomalies were detected when page load times deviated
more than one standard deviation from the average. An exceptionally
high number of anomalies observed on servers 3 and 6 suggests that
these servers experienced more performance issues than others, espe-
cially in their interactions with related components such as other web
servers, database servers, LDAP, and mail servers. These problems may
have led to noticeable delays in page load times and even page timeout
occurrences.

The delays in connections to heavily loaded servers and disruptions
n queries performed on other application databases are among the

primary causes of the anomalies. Performance issues in interactions
ith other components, especially on specific servers, cause significant

delays and timeouts in page load times. The data provided by the
CAWAL framework plays a critical role in detecting and analyzing these
issues, contributing significantly to the overall evaluation of system
performance.

5. Discussion

The CAWAL framework has successfully overcome the limitations
f conventional Web usage mining methods by analyzing user be-
aviors in web portals. Traditional approaches rely solely on server
ogs, resulting in superficial and limited analysis of user interactions.
ue to the limited data sources, these constraints make it difficult to
nderstand user behavior. For instance, one study [32] attempted to

model user behavior by preprocessing web data, but the diversity of
the data remained restricted. Similarly, a new method for constructing
user sessions was proposed [35], but it also faced the limitations of data
ichness from weblogs.

The CAWAL framework, developed as a web analytics solution,
combines application logs with web analytics to provide a more com-
rehensive and robust dataset for large-scale web portals. This inno-
ative approach offers significant advantages in multidimensional data
ntegration and richness compared to weblogs, widely used as a data
ource in the literature for WUM. The framework enhances data quality
y addressing the limitations of relying solely on weblogs. Improved

data quality and diversity enable detailed and precise analysis of user
interactions, resulting in impressive outcomes in analyses, where pre-
dictive models achieved over 92% accuracy and server-based anomaly
etection yielded significant findings.

In this study, predicting the last service accessed before users exit
he system was successfully achieved using the Gradient Boosting algo-
ithm, with an accuracy of 95.61% and an F1 score of 95.55%. Detailed
ser and session data significantly enhanced the model’s capacity to
apture complex behavioral patterns. In a similar study, LSTM networks
ere employed to predict e-commerce users’ shopping intentions [8],

but the generalization capacity was limited due to insufficient data
integration. The comprehensive data integration offered by CAWAL
addresses this gap in the literature by improving the accuracy of
predictive models. These results enable strategic decisions to enhance
critical services in the system by accurately predicting the points at
which users exit the portal.

The prediction of users’ exit methods was effectively achieved using
the Random Forest model, which demonstrated a weighted average
F1 score of 93%, accurately forecasting different exit methods. The
 i
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richness of the data achieved through the integration and processing
of CAWAL-collected session and page view data enhanced the model’s
capacity for accurate predictions. A similar approach aimed to automat-
ically extract users’ browsing patterns [38], but the accuracy achieved
did not reach the levels provided by CAWAL. These predictions can
e considered a strategic tool for system design and user experience
ptimization. The obtained results demonstrate that CAWAL’s depth
nd accuracy in analyzing user behavior contribute significantly to

improving the performance of web portals.
The success of models predicting users’ access to specific services

as also remarkable, thanks to CAWAL’s rich data sources. Compar-
ing model results revealed that hyperparameter tuning was critical in
accurately capturing the complex structures within the dataset. The
Gradient Boosting model, with carefully tuned parameters such as
learning rate, maximum depth, and the number of predictors, cap-
tured complex patterns with 91.88% accuracy and a 91.76% F1 score.
The Random Forest model also performed well, with an accuracy
of 92.40% and a 91.76% F1 score. Although the Logistic Regression
model delivered effective results with a high cross-validation score, it
performed relatively lower in the F1 score, indicating its limitations in
distinguishing certain classes. The SVM model demonstrated balanced
success with an RBF kernel and C parameter. These findings suggest
that model selection and parameter tuning are crucial for obtaining
results in classification problems, particularly with complex datasets. A
study applying machine learning approaches to predict learning styles
in e-learning platforms [18] achieved lower accuracy due to limited
data diversity.

The high predictive success achieved across these three analyses
trongly supports the initial hypothesis. The enriched datasets, created
sing the raw data collected through the CAWAL framework, have

improved the accuracy of machine learning-based predictive models
in large-scale architectures. The models’ high accuracy and F1 scores
demonstrate how the detailed session and page view data collected and
integrated by the CAWAL framework offer the necessary depth and
variety, enabling the accurate capture and modeling of complex user
behaviors. While previous studies used various methods to determine
user access behaviors on the web [14,61,62], these approaches were
limited in terms of data diversity and richness because they mainly re-
lied on weblogs. The data collected and processed through the CAWAL
framework provides deeper analysis capabilities than traditional WUM
methods, overcoming these limitations and enabling higher accuracy
rates. Analyzing details such as session ID and page load times enabled
more accurate predictions of user behavior, resulting in significant im-
provements in the system. These results indicate that CAWAL is highly
effective in performance optimization and enhancing user engagement
in high-traffic web portals.

The successful outcomes of anomaly detection further confirm the
econd hypothesis. The CAWAL framework enhances anomaly detec-

tion in web farms and multi-server architectures, helping to detect
operational disruptions early and maintain system stability. The anoma-
lies detected during the analysis could be due to factors such as
insufficient server resources, software errors, or high traffic volumes.
For example, the delays observed in email and database servers are
thought to be caused by resource bottlenecks or excessive demand.
Such analyses are valuable for improving system efficiency and de-
eloping proactive solutions for future needs. While a previous study
xamined anomaly detection in networks using WUM techniques [10],

CAWAL’s success in large-scale, multi-server environments provides a
broader scope. The enriched datasets, developed from CAWAL-collected
data, accelerate anomaly detection, allowing potential issues to be
identified earlier.

However, the CAWAL framework does have some limitations. One
limitation is that the datasets used in the study focus on a specific
eriod and user group, which may limit the generalizability of the
indings. The framework’s effectiveness has not been thoroughly tested
n environments demonstrating diverse user behaviors, such as various
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industries, e-commerce, and mobile platforms. This situation highlights
he need for further investigation into how CAWAL handles broad data

diversity and models various user behaviors.
Additionally, although the CAWAL framework can process large

datasets, aspects of the data processing pipeline require optimization
in terms of time and computational costs. Specifically, multi-server sys-
tems’ data collection and analysis processes demand substantial com-
putational power and time, which may pose challenges for real-time
applications. Furthermore, the performance of the machine learning
models heavily depends on the scope and quality of the datasets. The
effectiveness of these models may decrease with limited or imbalanced
datasets.

Moreover, in environments where comprehensive and detailed user
nformation is tracked, such as with CAWAL, stricter measures should
e taken to ensure the security and privacy of the data, considering the

associated risks. Handling such sensitive data requires adopting robust
ncryption methods and compliance with data protection regulations,
uch as GDPR [63], to prevent data breaches and unauthorized access,

particularly in multi-server systems where vulnerabilities may increase.

6. Conclusion

The machine learning models utilizing enriched session and page
view data collected through the CAWAL framework have shown supe-
rior performance in predicting user behaviors and detecting anomalies.
By integrating data from multiple sources, including web analytics and
application logs, the framework enables precise and in-depth analysis
of user interactions, particularly in large-scale, multi-server architec-
tures. This provides an effective solution for organizations that find
traditional web server logs insufficient or prefer not to share user access
data.

The CAWAL framework’s secure and structured data collection
mechanism serves as a valuable resource for web usage mining and
machine learning applications, even in high-traffic systems. The diver-
sity and integration capabilities of the framework enhance both the
accuracy of predictive models and the efficiency of anomaly detec-
tion processes. The accelerated preprocessing stage achieved through
CAWAL-collected data further strengthens the performance of these
models.

The results confirm the framework’s effectiveness in improving
ystem performance and security, especially in web farms and multi-
erver environments. Anomaly detection analyses demonstrate that
AWAL enables early detection of issues, reducing operational risks
nd enhancing overall system efficiency. These findings validate the
AWAL framework as a practical and reliable approach for optimizing
erformance and security in complex, large-scale web portals.

Future research should focus on extensive testing of the model
across different industries and larger datasets. These tests, aimed at
increasing CAWAL’s generalizability and applicability to diverse user
groups, will further strengthen its flexibility and versatility, demon-
strating its effectiveness across various data environments and architec-
tural structures. Particularly in the e-commerce, finance, and healthcare
sectors, the concrete effects of the framework’s data integration, model
accuracy, and system optimization in large-scale, multi-server systems
should be evaluated. Such studies will validate CAWAL’s broad ap-
plication potential and contribute to identifying new approaches to
predictive modeling and anomaly detection within the scope of web
usage mining.
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